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Abstract—With the development of large-scale data centers, Virtual Machine (VM) migration is a key component for resource optimization, cost reduction, and maintenance. From a network perspective, traditional VM migration mechanisms rely on the hypervisor running at the destination host advertising the new location of the VM once migration is complete. However, this creates a period of time during which the VM is not reachable, yielding packet loss.

This paper introduces a method to perform zero-loss VM migration by using IPv6 Segment Routing (SR). Rather than letting the hypervisor update a locator mapping after VM migration is complete, a logical path consisting of the source and destination hosts is pre-provisioned. Packets destined to the migrating VM are sent through this path using SR, shortly before, during, and shortly after migration – the virtual router on the source host being in charge of forwarding packets locally if the VM migration has not completed yet, or to the destination host otherwise. The proposed mechanism is implemented as a VPP plugin, and feasibility of zero-loss VM migration is demonstrated with various workloads. Evaluation shows that this yields benefits in terms of session opening latency and TCP throughput.

I. INTRODUCTION

Data-centers are shifting to hosting more and more heterogeneous workloads, whose lifetimes can vary greatly, and which can exhibit rapidly changing resource demands and inter-application dependencies. Furthermore, the development of live virtual machine (VM) migration [1] (and more recently, of container migration [2]) has allowed for extended flexibility in the assignment of tasks to machines. In this context, many architectures have been developed in which workload migration is used as a baseline to achieve different goals [3]: energy minimization [4], network usage minimization [5], operational cost minimization [6], maintenance [7], etc.

From a network perspective, a challenge raised by live migration lies in maintaining connectivity to a VM after it has been migrated. Indeed, hypervisors normally assume that VMs are migrated within a single LAN, using Reverse ARP (RARP) to advertise the new location of a VM after migration. Traditional techniques to overcome this issue rely on Layer 2 overlays, such as VXLAN [8] or NVGRE [9]. Other approaches include making use of Mobile IP [10] or of LISP [11]. However, with the emergence of IPv6 [12] data-centers, new opportunities appear, both for the addressing of workloads and for re-engineering the data-path. Among the proposed approaches for mobility within IPv6 data-centers, Identifier-Locator Addressing (ILA) [13] has been proposed at the IETF, using high-order bytes of addresses to denote locators and low-order bytes of addresses to denote identifiers.

A drawback of all these approaches is that they incur a period of time, during which packets addressed to the migrating VMs are lost. This raises concerns for applications that are intolerant to packet losses (e.g. UDP-based delay-critical applications, virtual network functions, ...).

A. Statement of Purpose

The purpose of the paper is to introduce a VM mobility solution, which provides “zero-loss” capabilities: assuming that the network is not lossy, any packet destined to a migrating VM will eventually be received. To that purpose, the Segment Routing (SR) [14] architecture is leveraged.

SR is an architecture which allows packets within a designated domain to be added an extraneous header, designating an ordered list of segments through which the packet is expected to go. Segments represent abstract functions to be performed on packets, and can be as simple as forward to next segment (enabling source routing and traffic engineering), but can also represent more complicate instructions (from custom encapsulation or routing behavior to complete virtual network functions). This paper specifically targets the IPv6 flavour of SR, in which segments are represented by means of IPv6 addresses, and where an IPv6 extension header [15] contains the list of segments. Backwards compatibility with non-SR-aware routers is maintained, by having the waypoints modify the destination address of the packet to that of the next segment, allowing traversal of arbitrary routers while travelling between two segments.

The idea underlying this paper is to use SR to solve the locator/identifier mapping synchronization problem during VM migration, by letting the gateway (proactively) route packets destined to a migrating VM through a path comprising the old and the new hosts. This way, the responsibility of the old host is reduced to (i) forwarding packets locally while the migration is not complete and (ii) forwarding packets to the next segment (the new host) once migration has completed. This way, no packets are lost during the migration, whereas traditional solutions would require a mapping to be updated once migration has completed, leading to potential packet losses during this period of time. Furthermore, the overhead on the old host is kept to a minimum, since no tunnel has to be opened and no Layer-2 overlay is required.
B. Related Work

Many solutions have been proposed to address the issue of maintaining Layer-3 network connectivity during and after VM migration. The simplest solutions involve using a Layer-2 overlay [8], [9], and relying on hypervisors sending gratuitous Reverse ARP messages after migration. In addition to the operational complexity incurred by running such overlays, the VM is not reachable on the new host until the RARP has propagated, leading to potential packet losses.

Another simple solution consists of creating an IP tunnel between the source and the destination hosts. In [16], the Xen hypervisor is modified so that after migration, packets reaching the hypervisor at the source host are tunnelled towards the new host. After migration, the VM uses two different addresses (an “old” and a “new” address), and Dynamic DNS is used so that external clients can reach the VM via the new address. The drawback of this approach is that the hypervisor must co-operate with the destination host during an unpredictable amount of time by performing tunnelling. This is incompatible with recent architectures, where packets destined to VMs are handled by virtual switches rather than by the hypervisor itself.

In [17], Mobile IP is used to assist the migration process. Traffic from/to the VM is routed through a home agent, which tunnels it to the correct server hosting the VM. It is the role of the hypervisor to update the home agent with the new location of the VM once it has migrated. Thus, after VM migration, packets can wrongfully reach the source host before registration of the new location is complete. This approach is improved in [18], by configuring, before migration, a dummy secondary interface for the destination network, and swapping primary and secondary interfaces after migration. This requires co-operation with the VM as two interfaces are used.

In [19], LISP is used to address the issue of Layer-3 connectivity during VM migration. Packets destined to a VM traverse a LISP router, which encapsulates them towards the current resource locator of the VM. The hypervisor is modified so that, after VM migration, the mapping system is updated to reflect the new resource locator of the VM. This avoids triangular routing, but once again the VM is not reachable during the period of time when the mapping is being updated.

Finally, some other approaches are orthogonal to the context of this paper, but worth mentioning. In [20], TCP options are used to facilitate migration of TCP connections. In a Software Defined Networking (SDN) context, [21] proposes a framework for virtual router migration, in which control planes and data planes are migrated during two distinct phases.

II. SR-BASED MIGRATION

This paper assumes that a VM is located within an IPv6 data-center, and accessible through a virtual address (VIP). Each machine within the data-center is accessible at a physical address (PIP), and can host several VMs. A location database maintains a mapping between each virtual address and the physical address of the server hosting the corresponding VM. Located at the edge of the data-center, a gateway advertises (e.g. with BGP) the whole virtual address prefix. When receiving traffic for a given VIP, the router will steer it through an SR policy consisting of one segment, namely the PIP of the machine hosting the VM. Each machine is running a virtual router (in our implementation, VPP1), which is connected to the physical interface(s) of the server, and to each VM by means of a virtual interface (in our implementation, a vhost-user interface). In sum, under normal operation (when the VM is running on a single host), the gateway will tunnel traffic for a VM towards the machine hosting it.

The mechanism introduced in this paper assumes that a controller is running in the data-center, which decides about the allocation of VMs to physical machines. When the controller decides to move a VM from a host to another, it proactively modifies the routing tables of the gateway, so that the traffic for the corresponding VIP is steered into an SR policy consisting of two segments, corresponding to the old and new machines hosting the VM. This way, when the VM is migrating, the gateway will steer traffic to the old host. As long as the VM has not completed migration, traffic will be intercepted by the old host (figure 1); as soon as migration is complete, the old host will simply forward traffic to the next segment, namely the new host. This way, no synchronization is required between the old host and the network: traffic is loosely sent to a logical path comprising both hosts.

III. DETAILED SPECIFICATION

This section introduces a formal description of the SR functions necessary to perform zero-loss migration, as well as the behavior of the gateway.

A. Segment Routing Functions

Three SR functions are defined:

1) Forward to Local (f_w): The f_w function simply forwards the packet to the next segment. In SR terminology [22], this corresponding to the END behavior.

2) Forward to Local if Present (f_wp): The f_wp function forwards the packet to the last segment (skipping intermediary segments), only if the corresponding VIP v is present locally; otherwise it acts as the f_w function and forwards the packet to

1https://gerrit.fd.io/r/vpp

Figure 1. SR VM Migration: migrating VM.
the next segment. The forwarding decision is made by the virtual router by inspecting its routing table, and seeing whether the entry for \( v \) corresponds to a virtual (local) interface, whose link-status is up. This corresponds to the END.S behavior [22] with a custom policy for forwarding decisions.

3) Buffer and Forward to Local (bfw): The bfw function inspects the last segment \( v \). If \( v \) is not present locally (i.e. if the corresponding virtual interface is not ready), it will buffer the packets for further delivery. Otherwise, it flushes any buffered packet to the virtual interface corresponding to \( v \), and forwards the current packet to the last segment \( v \).

This is achieved thanks to a packet buffer in the virtual router, which must be provisioned with a size large enough to handle all potential packets coming during the VM downtime phase. If a VM is expected to receive traffic at rate of \( r \) packets/s and to be down during \( \Delta t \) seconds, buffers must be provisioned with a size of \( r \cdot \Delta t \) packets.

B. Gateway Operation

For each VIP \( v \), the controller maintains an entry \( L(v) \) in the gateway which is either \( R(s_1) \) ("running on \( s_1 \)) or \( M(s_1, s_2) \) ("migrating from \( s_1 \) to \( s_2 \)), depending on the state of \( v \). Conceptually, this forms a mapping \( v \mapsto L(v) \), where \( L(v) \) is the location of \( v \). Practically, this is implemented by means of routing adjacencies in the FIB of the gateway. The gateway uses the transit behavior T.INSERT [22] for \( v \), that is, this routing adjacency triggers insertion of an SR header on packets destined to \( v \). When the gateway receives a packet for \( v \), if the corresponding entry \( L(v) \) is \( R(s_1) \), then a SR header \( (s_1::fwp, s_2::bfw, v) \) is inserted. If the corresponding entry \( L(v) \) is \( M(s_1, s_2) \), then a SR header \( (s_1::fwp, s_2::bfw, v) \) is inserted.

C. Detailed Migration Process

1) Normal Operation: Under "normal operation", that is, when a VM \( v \) is running on a server \( s_1 \), the gateway is configured to map \( v \) to \( L(v) = R(s_1) \). Thus, packets destined to \( v \) are forwarded to \( s_1 \) by means of a single-hop SR tunnel.

2) Migration Operation: Figure 2 provides an example of the operation that occurs when a VM is migrated. When the controller decides to move \( v \) from \( s_1 \) to \( s_2 \), it updates the gateway so as to remap the entry for \( v \) to \( L(v) = M(s_1, s_2) \). It then queries the hypervisors running on \( s_1 \) and \( s_2 \) to initiate the live migration process.

As a first step, the VM is stopped on \( s_2 \) and running on \( s_1 \), while the memory of \( v \) is iteratively copied by the hypervisor (out-of-band) from \( s_1 \) to \( s_2 \). The gateway inserts an SR header \( (s_1::fwp, s_2::bfw, v) \) in the packets it receives for \( v \). Since the virtual router on \( s_1 \) sees that the virtual interface of the VM is up, upon triggering of the \( fwp \) function, it will simply forward these packets to that interface (skipping the \( s_2 \) segment).

As a second step, the hypervisor has finished iteratively copying the memory of the VM to the new host, and needs to perform the copy of the last memory pages as well as the CPU state. At this point, the VM is stopped on both \( s_1 \) and \( s_2 \). The gateway still inserts an SRH \( (s_1::fwp, s_2::bfw, v) \) in packets it receives. Now that the VM is stopped on \( s_1 \) (which the virtual router at \( s_1 \) detects by inspecting the status of the corresponding virtual interface, now in link-down state), the \( fwp \) function will simply forward packets to the next segment.

Since \( s_2 \) is not yet running the VM (which the virtual router at \( s_2 \) detects by inspecting the status of the corresponding virtual interface, also in link-down state), the \( bfw \) function will temporarily buffer the packet.

As a third step, the VM is started back on host \( s_2 \). Before the controller (and thus the gateway) is notified of this, the gateway has a stale mapping \( L(v) = M(s_1, s_2) \), and the same SRH is inserted in the packets destined to \( v \). Thus, the first server \( s_1 \) forwards these to \( s_2 \). Now, the \( bfw \) function on \( s_2 \) will trigger release of the buffered packets to the virtual interface of the VM, and further packets are forwarded without buffering.

As a fourth step, the controller is notified of the end of the migration, and can update the gateway to map \( v \) to \( L(v) = R(s_2) \): normal operation resumes, packets reach \( s_2 \) directly.

IV. Evaluation

A. Testbed and Methodology

The SR functions described in section III-C have been implemented as VPP plugins. No collaboration between VPP and the hypervisor is needed; rather, forwarding decisions are made from within VPP by inspecting the state of the vhost-user interface corresponding to the VM of interest. Buffers for the \( bfw \) function are sized to 8192 packets (consuming 16 MB of RAM), allowing to sustain MTU-sized traffic at \( \approx 1 \) Gbps for a typical VM downtime of 100 ms.

A simple testbed is set up with three physical machines, as in figure 1: the first one plays the role of a gateway
gw, and the two other ones $s_1$, $s_2$ represent compute nodes, which are candidates to host virtual machines. A client VM $v_1$ (representing the “outside” of the data-center) is attached to the gateway. A VM $v_0$ represents a server that will be migrated. That VM is first running on $s_1$, then migrated from $s_1$ to $s_2$. In order to reflect this, the gateway is configured in the $M(s_1, s_2)$ state, i.e. it inserts $(s_1:fwp, s_2:bfw, v_0)$ in all packets destined to $v_0$. Four mechanisms are compared:

1) no-migration, i.e. the VM is not migrated;
2) non-SR migration (“baseline scenario”), i.e. the gateway is first in state $R(s_1)$, and once the migration is complete the controller puts the gateway in state $R(s_2)$ (without going through a migration state $M(s_1, s_2)$);
3) SR migration without buffer, i.e. the gateway is in state $M(s_1, s_2)$ but packets received on $s_2$ while the VM is not yet up are dropped instead of buffered;
4) SR migration with buffer (“zero-loss migration” as in section III-C), i.e. the gateway is in state $M(s_1, s_2)$ and packets received on $s_2$ while the VM is not yet up are buffered.

The baseline scenario serves as an illustration of mechanisms such as LISP-based migration [19], wherein packet loss occurs due to the locator mapping being updated only after migration.

**B. Ping (illustration)**

In order to illustrate the behavior of these four mechanisms, a ping$^3$ is run between the client VM $v_1$ and the server VM $v_0$, while $v_0$ is migrated. One packet is sent every millisecond, and the RTT for each packet is recorded. Figure 3 shows the time at which an echo answer is received as a function of when the corresponding echo request was sent. Without migration, each answer is received approximately 0.1 ms after the corresponding query is sent. With non-SR migration, packets were lost during 722 ms (corresponding to the VM downtime, plus the network reconfiguration time), whereas with SR migration without buffer, packets were lost for only 174 ms (corresponding to the VM downtime). Finally, with SR migration with buffer, 175 packets were buffered while the VM was down, and replied to as soon as the VM went up again.

$^3$In its standard implementation, the ping utility adapts its sending rate if it sees that probes are not replied to. Here, it was recompiled so that packets are sent with the same rate, no matter how many of them are not answered.

C. HTTP Workload (ants)

To understand the behavior of SR-migration when facing a delay-sensitive workload, a simple evaluation scenario is carried out. The server VM $v_0$ is set up with an Apache HTTP server – serving a default static file (whose size is 12 KB). As previously, the VM is first running on $s_1$, then migrated from $s_1$ to $s_2$. A traffic generator is attached to the gateway, sending a Poisson stream of 6000 queries with rate $\lambda = 1500$ s$^{-1}$, during which the VM is migrated. The experiment is repeated 10 times, for each of the four previously-introduced evaluation scenarios. Response times for all queries are recorded and reported in figure 4.

The majority of queries are executed when the VM is not migrating, and exhibit small response times ($\leq$ 3 ms). The other queries correspond to those that started while the VM was migrating. With non-SR migration, TCP SYN packets are lost when the VM is down, but some are also lost after the VM has restarted on $s_2$, due to the reconfiguration delay. Due to the SYN retransmit delay of 1 s, those queries exhibit a response time $\geq$ 1 s (more than 19% of queries are concerned). With SR migration without buffer, TCP SYN packets are lost when the VM is down, but as soon as the VM is up they are successfully transmitted again. This explains why queries suffering from a SYN retransmit are less numerous than with the baseline scenario: less than 4% of queries have a response time greater than 1 s. Finally, with SR migration with buffer, TCP SYN packets are buffered while the VM is down. The corresponding response time is simply delayed by the VM downtime ($\approx$ 100 ms in these experiments), rather by the SYN retransmit delay. Less than 0.7% of queries exhibit a response
time greater than 1 s, whereas more than 99.2% of queries have a response time lower than 200 ms.

A similar experiment is then performed on a more realistic workload. This time, the workload consists in drawing a random number \( k \) (from an exponential distribution with mean \( \mathbb{E}[k] = 4 \)) and serving \( k \) copies of the previous static file. This allows to induce variability in the response times, as well as more network traffic. Again, the experiment is repeated 10 times, and client response times are recorded: results are depicted in figure 5. With non-SR migration, more than 19% of queries are replied to within 1 s or more. In comparison, less than 4% of queries exhibit a response time greater than 1 s with SR migration without buffer, and this drops to 0.4% for SR migration with buffer. Furthermore, 99.5% of queries are served within less than 200 ms with the latter mechanism.

**D. Iperf Workload (elephants)**

The previous set of experiments gave insight on the behavior of the different migration mechanisms in presence of short-lived flows. To understand the influence of SR-migration on longer connections, an experiment with parallel TCP flows is performed. The same experimental platform as in the previous section is used – except that this time, a delay of 2.5 ms is added between the VM \( v_1 \) (representing clients) and the VM \( v_0 \) (representing the server to be migrated), so as to represent clients outside the data center. An instance of *iperf* with 50 parallel connections is started on the client VM, for 10 seconds (the rationale for using many parallel connections is to smooth the effects of TCP congestion control). In the meantime, the server VM is migrated from machine \( s_1 \) to \( s_2 \), using the same 4 mechanisms as before. The experiment is repeated 10 times.

Figure 6 depicts the instantaneous throughput (aggregated over the 50 subflows) for one of the 10 runs, collected every 0.5 s. Before and during VM migration, the throughput is rather stable, oscillating around 3.5 Gbps. When the migration ends, around \( t = 7 \) s, there is a drop in throughput, due to the VM downtime (≈ 150 ms in these experiments). While this drop is significant with non-SR migration (going to 1.8 Gbps in the run reported in figure 6), it remains reasonably high with SR migration (2.7 Gbps in this experiment). The low performance of non-SR migration can be explained by TCP reducing its congestion window, due to the large amount of time when no packets are received by the VM. With SR migration, this downtime is lower, and thus the congestion window is less reduced. The impact of buffering, versus dropping packets while the VM is not yet up on the new host, seems to be negligible.

In order to quantify these behaviors, figure 7 depicts the distribution of the instantaneous aggregate throughput (collected every 0.5 s), over all the 10 runs. With the no migration scenario, the instantaneous throughput stays between 2.9 and
3.7 Gbps. SR migration is able to maintain the throughput above 2.3 Gbps at all times, whereas with non-SR migration the instantaneous throughput can drop to 0.4 Gbps during the migration phase. With non-SR migration, the throughput is lower than 2.2 Gbps for 5% of the time (compared to never with SR migration), and lower than 2.9 Gbps for 10% of the time (compared to 5% of the time with SR migration).

E. Iperf Sink Workload

The same set of experiments is repeated, except that in this case the iperf instance running in the VM is acting as a sink. This can model use-cases where the VM receives a lot of data – for instance, if it is an HTTP proxy or a firewall. In such a scenario, packets lost during the migration process are actual data packets (rather than simple TCP acknowledgements packets, as in the previous set of experiments), thus packet loss is expected to have a greater influence on the overall quality of service.

As previously, figure 8 reports the instantaneous throughput (aggregated over the 50 subflows) for one of the 10 runs, collected every 0.5 s. This time, the drop in throughput when using non-SR migration is more critical, going to 0.2 Gbps.

Non-SR migration still exhibits low performance, with the 5-th percentile for throughput being 0.6 Gbps, as compared to 1.9 Gbps for SR migration. Furthermore, in this case, there is a (small yet perceptible) benefit from buffering packets vs dropping them when using SR migration, as each $x$-th percentile for throughput is greater with SR migration with buffer than with SR migration with drop.

V. Conclusion

This paper has introduced a mechanism to perform zero-loss VM migration in IPv6 data-centers. Contrary to traditional approaches, which maintain connectivity to migrating VMs reactively by updating the location of VMs after they have migrated, this paper introduces a proactive mechanism, which pre-provisions a logical path through which packets will flow shortly before, during, and shortly after, migration. This is enabled by the use of IPv6 Segment Routing, allowing to steer packets destined to a migrating VM through this logical path. This way, coupling between the data plane and the hypervisor is reduced to a minimum: the only operation that a virtual router performs upon receipt of a packet, is checking whether the corresponding interface is up, and forward the packet locally or to the next segment accordingly. Implementation on a real virtual router, VPP, and evaluation by means of diversified workloads, show that the proposed mechanism is indeed able to provide zero-loss VM migration, with benefits both in terms of TCP throughput and session opening latency.

This paper has focused on VMs processing traffic from/to the outside of the data-center, i.e. egress-facing servers or virtual network functions. An interesting question to be investigated is how to use similar techniques to provide seamless migration for VMs handling intra-data-center traffic.
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